14
Interventions and analysis of change
Running an ANCOVA in R
We are going to illustrate the analysis of the data from the halitosis study that was presented in Table 14.3 (this is reproduced in Table 1)
Table 1Pre-test and post-test breath ratings for the new intervention and control conditions
	<TH>New intervention group
	Control group

	Pre-test
	Post-test
	Pre-test
	Post-test</TH>

	1.00
	2.00
	2.00
	2.00

	1.00
	4.00
	2.00
	2.00

	2.00
	6.00
	1.00
	0.00

	3.00
	4.00
	3.00
	2.00

	2.00
	3.00
	2.00
	1.00

	2.00
	5.00
	2.00
	0.00

	1.00
	4.00
	2.00
	1.00

	0.00
	5.00
	1.00
	2.00

	1.00
	3.00
	1.00
	2.00

	2.00
	5.00
	1.00
	2.00


You should set up your Excel data file as we have done in Screenshot 1.
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Screenshot 1
Import the data into R and use attach() to make the variables easier to reference. We have named our data frame ‘ANC’. In order to run the analysis, we need to use the aov() command. You need to set out the command like this:

>Model <-aov(posttest~Cond + pretest)

In this command, the dv is first and the IV follow the tilde (~). Finally, we add (+) the covariate, which in our case is ‘pre-test’. When you run this command, there will be no printout out as the command stores the information in the variable named ‘Model’. To get the output, you need to add a summary() command e.g.

> summary(Model)

When you run this, you should get the output presented in Screenshot 2:


[image: image2.png]> Model <-aov(posttest~Cond + pretest)
> swawary (Model)

Df Sun Sq Mean Sq F value  Pr(>F)
Cond 136,450 36.450 32.5663 2.570e-05 *i¥
pretest 1 0.273  0.273 0.2436 0.628

Residuals 17 19.027 1.119
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Screenshot 2
Here you can see that we have a significant effect of condition after we have controlled for pre-test scores (F = 32.57, df = 1, 17, p < .001). You should also report that the covariate (pre-test scores) is not significantly related to the dependent variable, post-test scores F = 0.24, df = 1,17, p = .628).
You should note that running this in R will give you slightly different results from running this in R. This is because R uses a different method as a default for calculating the sums of squares. To get results that use the same sums of squares as programs like R, you can use the drop1() command as follows:

>drop1(Model ~ ., test=”F”)

When you type this in, you will be presented with the output in Screenshot 3:
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Screenshot 3
The details in this output will now be equivalent to those presented in other software packages such as R.

McNemar’s test of change

The above suggestion for analysis would be appropriate when we have pre-test and post-test scores measured on a continuous scale (or one that can be assumed to be continuous). Sometimes we have outcome measures that are dichotomous, for example whether or not someone has a disease (e.g. has halitosis). We cannot analyse such dichotomous variables using ANCOVA, ANOVA or t-tests, and so we have to use an alternative such as McNemar’s test of change. Let us change the example slightly to illustrate McNemar’s test. Let us suppose that we have randomly selected a number of participants, and then we use trained judges to assess the participants’ breath and make a diagnosis of halitosis (oral malodour). Obviously, some of the participants will receive a diagnosis and others will not. We would then give all the participants an intervention consisting of our new treatment. At one-month follow-up, we would assess their breath again, and again make a diagnosis of halitosis or not. You should be able to see that in this example we have a dichotomous outcome variable which is whether or not participants receive a halitosis diagnosis. We also have a repeated measures element to the study, as each participants is tested at two time points (pre-test and post-test). For illustration’s sake, let us say that we recruited 200 participants and at the initial assessment (pre-test) 56 received a halitosis diagnosis. At post-test, we find that of the original 56 who originally had halitosis only 50 now have it, and of the original 144 who did not have halitosis, 11 now have it. We want to know whether or not these differences in diagnoses are statistically significant, or whether it could merely represent chance changes. We can present the halitosis numbers in a contingency table format (similar to that seen earlier for chi-square) (Table 14.4).
Table 14.4
	
	Post-test halitosis
	Post-test 
no halitosis
	Total

	Pre-test halitosis
	50
	6
	56

	Pre-test no halitosis
	11
	133
	144

	Total
	61
	139
	200</TT>


McNemar’s test works by looking at those participants who change diagnosis from pre-test to post-test. This makes some intuitive sense, because there will only be evidence of the effectiveness of the intervention if some of the participants change their diagnosis from having halitosis to not having halitosis. If no participants change, then the intervention has made no impact. Thus McNemar’s test focuses on the cells in the above table that indicate a change of diagnosis (the cells in the table that are shaded). We would use these change values to calculate a chi-square value, and then use this to discover whether the values in the shaded cells represent a significant difference from what we would expect by chance. We do not intend explaining the calculation of the McNemar chi-square, but we will demonstrate how to get this using R.

Running McNemar’s test in R
Running a McNemar test in R is a little more complicated than running it in R, but if you use the following format, you should be fine. Instead of loading in the data from an Excel file you can easily enter it directly from the command line in R using the following format of command:

>McNemar <- matrix(c(50,11,6,133), nrow = 2, dimnames = list("Pretest" = c("Hal", "NoHal"), "Posttest" = c("Hal", "NoHal")))
Here the details of the data will be stored in a matrix called ‘McNemar’. The first part after the list section of the command (i.e. “Pre-test”) identifies the rows of the contingency table and the second part (i.e. “Post-test”) represents the columns of the contingency table. You can see what the matrix looks like by typing:

>McNemar

When you do this, you will be presented with the contingency table (Screenshot 4)


[image: image4.png]> MeNemar
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Screenshot 3
We can now run the McNemar test and we do this using the mcnemar.test()command:

>mcnemar.test(McNemar)

When you do this you will be presented with the output presented in Screenshot 4:


[image: image5.png]> menemar . test (Melewar)

NeNemar's Chi-squared test with continuity correction

data: HeNemar
HeNemar's chi-squared = 0.9412, df = 1, p-value = 0.332




Screenshot 4

Here we can see that we have chi-square value of 0.94 with 1 degree of freedom and an associated p-value of .332. Thus, there appears to be no significant effect of the intervention on halitosis diagnosis.
The sign test
Running the sign test using R
To run a sign test in R you can type in the various frequencies of outcome directly into the command line using the binom.test()command, for example:

>binom.test(c(13,4))


When you do this, you will be presented with the output illustrated in Screenshot 5:


[image: image6.png]> binom.test(s(13, 4))

Exact binomial test

data: c(13, 4
number of successes = 13, number of trials = 17, p-value = 0.04504
alternative hypothesis: true probability of success is not equal to 0.5
95 percent confidence interval:
0.5010067 0.9318923
sample estimates:
probability of success

0.7647083




Screenshot 5
You can see from the  output that there is a significant effect of the intervention on patients being classed as having halitosis (p = .049).  

Generating single-case design graphs using R
The generation of single-case design graphs is rather complicated in R and so is beyond the scope of this introductory text. There is no straightforward way of achieving this in R as it requires a thorough understanding of advanced graphing in R.
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